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abstract

Large language models (LLMs) exhibit high performance on a wide array
of tasks. Before deployment, these models are aligned to enforce certain
guidelines, such as harmlessness. Previous work has shown that align-
ment fails in adversarial settings through jailbreak attacks. Such attacks,
by modifying the input, can induce harmful behaviors in aligned LLMs.
However, since they are based on heuristics, they fail in giving a systematic
understanding of why and where alignment fails in adversarial settings.
In this paper, we hypothesize that alignment embeds a harmfulness classi-
fier in the model, responsible for deciding between refusal or compliance.
Investigating the harmfulness and robustness of the alignment of a model
then reduces to evaluating its corresponding classifier, which motivates
this work: Can we extract it?. Our approach first builds estimations of the
classifier from varying parts of the model and evaluates how well they
approximate the classifier in both benign and adversarial settings. We
study 4 models across 2 datasets and find through the benign settings that
the classifier spans at least a third of each model. In addition, the evalua-
tion in adversarial settings shows that it ends before the first half of most
models, exhibiting a transferability greater than 80%. Our results show
that the classifier can be extracted, which is beneficial from an attack and
defense perspective due to the improvements in both efficiency (smaller
model to consider) and efficacy (higher attack success rate).
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1 introduction

With the unceasing improvements in machine learning, specifically since
the introduction of the transformer architecture [41] as a catalyst for
larger scale models, many large language models (LLMs) have emerged.
Whether they are only accessed through an API (e.g., GPT [31], Gem-
ini [37], Claude [1]) or open-source with weights available to the public
(e.g., Llama 2 [28], Llama 3 [29], Qwen [40], etc.), these models have
become the de facto tool for tasks involving natural language. They serve
as foundations for new tools, in which they are augmented with new
capabilities [2, 30] or fine-tuned on a downstream task [14]. Most LLMs
undergo an alignment process in which they are further trained to satisfy
certain guidelines [28, 35]. In particular, these guidelines enforce that the
model’s outputs should not be offensive, discriminatory, or harmful. It is
well acknowledged that alignment fails in adversarial settings, resulting in
a jailbreak: a harmful input an aligned model believes to be compliant with
the desired guidelines. Many approaches have aimed to automate the
generation of such modifications, i.e., adversarial examples [22, 24, 47, 57].

These approaches only reveal instances of vulnerabilities, regardless
of the assumed knowledge on the model: they either rely on heuristics
for the adversarial objective or the perturbation applied on the input.
Previous work has shown that the representations of harmful and harmless
queries are well separated in aligned models [23, 55], specifically in the first
layers[20]. This suggests that there might be parts of the model responsible
for detecting harmful inputs. Therefore, we hypothesize that alignment
embeds a harmfulness classifier in the model. This classifier is responsible
for the separation between harmful and harmless representations and
the decision of the model (i.e., compliance or refusal). By identifying its
position within the model precisely, defenders can strengthen alignment
by improving the robustness of the classifier. Conversely, adversaries can
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design more efficient and effective white-box attacks since they require
a smaller portion of the LLM (the embedded classifier) and work with a
heuristic-free adversarial objective. This motivates the scope of this paper:
can we extract this classifier and ensure the success of the extraction?

In this paper, we develop an approach to extract this classifier. We verify
that it is empirically equivalent to the LLM in both benign and adversarial
settings for the classification task. This means that the extracted classifier
agrees with the decision of the model in both settings. Specifically in
adversarial settings, we consider the following robustness equivalence
property as fundamental to judge the success of the extraction: any input
is an adversarial example (i.e., induce a misclassification) for the model if
and only if it is an adversarial example for the extracted classifier.

Our goal is to find a structure, i.e., part of the architecture of the model,
that best represents the embedded classifier of the model. Our approach
build estimations of the classifier by adding a simple classification head
to a given structure. This classification head is then trained on harmful
and harmless inputs to map the features extracted from the structure to
the prediction of the model (positive for refusal, negative for compliance).
We compare the classifier estimations in benign and adversarial settings
to find the closest estimation. For the benign setting, we measure how
well the estimations agree with the classifier. For the adversarial setting,
we craft adversarial examples on both the model and the estimations and
measure how well they transfer (i.e., induce a misclassification for the
model they were not crafted on) between one another.

Our experiments span 4 models and 2 datasets. In benign settings, our
results indicate that the estimations F1 score is above 80% with as little
as 20% of the models. However, when evaluating on a different dataset,
the same score is achieved in twice the fraction of the model. Further, the
agreement of the estimations with the classifier is monotonically increasing
with respect to the proportion of the model considered. This translates to
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a lower bound on the position of the classifier. This trend does not hold in
adversarial settings, in which we observe a peak transferability rate above
80% near half of most models when transferring adversarial examples
from the estimation to the model. This means that adversarial settings
provide a more precise location of the classifier.

In this work, we contribute to the following.

1. We design a rigorous study on extracting the harmfulness classifier
of LLMs, evaluated in both benign and adversarial settings across 4
models and 2 datasets.

2. We show that extracting solely through benign settings is not enough,
and that an evaluation in adversarial settings is necessary to ensure
the correctness of the extraction.

3. We show that attacking the classifier instead of the LLM directly leads
to a higher success rate of the attack, as well as a lower computational
cost by construction.

Thesis Statement

Alignment embeds a harmfulness classifier in large language models,
which can be empirically extracted.
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2 background

2.1 Large Language Models (LLMs)

Large language model. A LLM models the conditional probability of the
next token (a unit of text for the model) with respect to the current prompt

or past tokens. Let V be the vocabulary of the tokens and V∗ =
N⊔

n=1
Vn

the corresponding input space of sequences, where N denotes the context
window of the model (maximum amount of tokens that can be processed
by the model). Given a sequence of tokens x = x1x2 . . . xT ∈ V∗, the model
aims to produce the next token xT+1 by approximating the probability
distribution.

p(xT+1|x1x2 . . . xT ) (2.1)

LLMs learn a vector representation of words called the embedding space.
Given a sequence of tokens x = x1x2 . . . xT , each token is assigned to an
embedding, resulting in a sequence of vectors {ht}t∈{1,...,T} all in Rd. This
study focuses on aligned chat models, which are almost exclusively of the
same architecture: a sequence of decoders. The i-th decoder transforms a
sequence of embeddings h(i) in another h(i+1), keeping the same sequence
length. If the model is made of D decoders, the probability distribution
on the next token is obtained by applying a linear layer followed by a
softmax function on the last output embedding of the last decoder, h(D)

T ,
i.e., p(·|x1x2 . . . xT ) = softmax(Ah

(D)
T ), where A ∈ Rd×|V | is the learned

matrix that maps the embeddings to the scores for each token.

Chat template. By construction, LLMs simply predict the next token. Thus,
before deployment, the model undergoes instruction tuning: a process
which encodes “roles” in the model such that it can interact with a user.
Part of this process includes a chat template: a fixed modification of the
input to dissociate the roles. It relies on special tokens from the model to
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enforce a format. As a result of different training settings, different models
generally come with different chat template. Formally, for a given model,
there exists a template (xpre, xpost) ∈ V∗ × V∗ such that any input text x is
preprocessed by prepending xpre and appending xpost.

2.2 Alignment and Harmfulness

Alignment. Since the training data used for LLMs comes from diverse
sources, biases and undesirable behaviors emerge [11]. In order to prevent
those behaviors from happening, models often go through an alignment
process that regulates their outputs according to given guidelines. Several
methods exist and are not mutually exclusive [28]. Approaches such as
supervised Fine-tuning (SFT) uses sample answers from humans, while
reinforcement learning with human feedback (RLHF) [3, 7] trains a neural
network that acts as a reward for the LLM. Since training another reward
model may be costly, direct preference optimization (DPO) [35] uses the
LLM as its own reward model.

Guidelines and taxonomies. The existence of alignment as a technique is
a direct product of the complexity of identifying what is precisely expected
from models (i.e., their objective). Harmfulness is a broad term, thus,
previous work has been identifying taxonomies [16, 44] that represent
a broad range of harmful behaviors. This allows researchers to evaluate
alignment on a finer scale and understand where it could be improved.
For example, when the prompts are decomposed into different categories
such as self-harm, privacy, harassment, etc., models tend to refuse the
prompts related to self-harm and accept the prompt related to privacy [9].

Identifying harmful outputs. Similarly to their inputs, classifying LLMs
outputs is challenging. Since aligned models tend to create strong refusal
answers for detected harmful prompts, a naive solution is to test whether
certain refusal keywords are in the output (e.g., "Sorry", "as a responsible
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AI", etc.) [57]. Alternatively, judge models (also LLMs) are trained to
classify the harmfulness of outputs with more [16] or less [26] granu-
larity on the classes they predict, similarly to the taxonomies explained
in Section 2.2. A limitation of judge models is that they can also be at-
tacked [25, 36], leading to a possible high rate of false negatives (harmful
outputs judged as harmless).

2.3 Attacks on LLMs
LLMs, like any class of machine learning models, are prone to attacks.
While several exploits exist (e.g., model-stealing [4], text misclassification,
etc. [54]), the jailbreak exploit remains the most prevalent. Jailbreak refers
to inducing compliance on an aligned model for a harmful query, as de-
fined by the alignment guidelines. Jailbreak attacks fall into one of two
threat models: white-box, in which model parameters are known, and
black-box, in which only access to the output of the model is assumed.
While there are nuances in these threat models, we detail attacks for these
two threat models below.

White-box. These attacks have been studied on open-weights models such
has Llama 2 [28] and Llama 3 [29] or Vicuna [6]. The most prevalent,
GCG [57], uses Greedy Coordinate Gradient (GCG) to mitigate the ab-
sence of mapping from embeddings (i.e., vectors) to tokens. Following
this, many new white-box algorithms have been introduced [8, 45], improv-
ing existing algorithms [22, 23, 33, 49], using different objectives [50], or
using specific properties of the model (e.g., logits [21], special tokens [51],
or generation [15]. In terms of efficacy, attacks like GCG have an average
attack success rate (ASR) above 50% [26] on most open-source models.

Black-box. These attacks have been widely studied, given their preva-
lence in practical scenarios [1, 31]. Most of them are driven by empirical
heuristics: they apply transformations to the initial prompt such as ASCII-
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art [18], translation into underrepresented languages [46], encoding and
decoding [12], or applying pre-existing templates [48]. Black-box attacks
achieve remarkable efficacy. For instance, GPTFuzzer [47] can achieve
ASR as high as 90% on commercial LLMs such has ChatGPT.
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3 methodology

Layer 1 Layer 2 Layer N…

Step 1: Classifier Estimation Step 2: Robust Equivalence

Large Language Model 𝑓𝜃

Structure 𝑓𝜃′

LabelLabelLabel

Head 

Whole 
Model

Structure

Head B

FP/FN FP/FN

A

D

C

Figure 3.1: Methodology overview. In the first step, we estimate the
harmfulness classifier of an LLM by (A) selecting a structure within the
model and (B) training a classification head on the predicted labels from
the LLM and verify the equivalence in benign setting. Then, we empirically
verify that the estimation and the model are equivalent in adversarial
setting, i.e., adversarial examples of the LLM (C) transfer to the classifier
estimations and adversarial examples of the classifier estimations (D)
transfer to the LLM.

3.1 Threat Model
In this work, the adversary aims to extract the underlying harmfulness
classifier of a target aligned model. A successful extraction would allow
subsequent attacks to be made with more effective white-box jailbreak
approaches, while forgoing the complex computational costs they incur,
as we discuss Section 5.2. We will estimate the classifier using parts of
the models, thus white-box access is assumed, specifically for the model
weights and architecture.

In jailbreak attacks, the adversarial objective is to induce compliance
from the model for a harmful input by adding a perturbation. Aligned
models are heavily trained to refuse harmful inputs. As a result, they
can reject harmless prompts [9], exhibiting a high sensitivity to certain
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tokens. While previous work has mostly studied jailbreaks (harmful
inputs identified as harmless), in this work we focus on extracting the
harmfulness classifier. To do so, we also harmless inputs identified as
harmful, as we hypothesize that they also provide substantial information
on the decision boundary of the classifier.

3.2 Problem Formulation

General formulation. Let fθ be a LLM with context window N and vo-
cabulary V , and let R : x ∈ V∗ 7→ C be a classification rule that maps the
output of the LLM to a class from C. We aim to extract a classifier from
the LLM through two components: a structure and a classification head.
A structure fθ∗ , θ∗ ⊂ θ is a part of the original model (e.g., a decoder). A
classification head C maps the representations learned by the structure
to a class such that the classifier C ◦ fθ∗ is equivalent to the LLM for the
classification task. Formally, for any token sequence x ∈ V∗, the following
holds:

R(fθ(x)) = C(fθ∗(x)) (3.1)

Harmfulness. In this paper, we focus on harmfulness classification: classi-
fying harmful and harmless inputs. This is a binary classification problem,
with harmful as positives and harmless as negative. A jailbreak is then
a false negative, while a false positive is “over-refusal” [9]. The classifi-
cation rule R to assign a predicted LLM label is then comparable to how
attack success is measured for jailbreak attacks i.e., by verifying refusal or
compliance. We chose a model trained to classify refusal and compliant
outputs distilroberta-base-rejection-v1 [34] as the classification rule R,
since we focus on whether the aligned model refuses (not if it produces
harmful information).

https://huggingface.co/protectai/distilroberta-base-rejection-v1


10

3.3 Estimating the Classifier
In order to extract the classifier, we first need to have a set of candidates.
We build a candidate through the following three steps, summarized
Figure 3.1:

1. Select a part fθ∗ of the architecture of the original model fθ, which
we will refer to as a structure.

2. Collect data points from the structure (fθ∗(x),R(fθ(x))) consisting
in the features extracted from the structure and the predicted label
from the LLM.

3. Train a simple classification head C on (fθ∗(x),R(fθ(x))).

The resulting classifier C ◦ fθ∗ will be referred to as an estimation of the
embedded classifier.

Structures. As explained in Section 2.1, most LLMs are built as sequences
of decoders: processing units that take a sequence of vectors and output
another sequence of vectors of the same length. LLMs can be scaled either
in depth by adding decoders or in width by increasing the dimensionality
of embeddings. Therefore, there are many ways to “cut” the model and
thus many possible structures. It is clear that there is a separation between
harmful and harmless representations at the end of aligned models [23]
largely due to the strong refusal outputs. In addition, previous work [20,
52] has shown that separation occurs in early decoders [20]. Thus, we
estimate the location of the harmfulness classifier via two hypotheses.
First, the classifier is at the decoder level. Second, for a sequence, the
information relevant to the classification at a given decoder is contained
at the end of the sequence.

We will refer to fi,j as the set of decoders between the i-th and the j-th
decoder, i ⩽ j. The second hypothesis implies that for a given input x ∈ V∗
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where fi,j(x) ∈ R|x|×d, we only consider the last element of the sequence,
reducing the input dimension of the classification head C to Rd.

By construction, the input space of fi,j depends on the output space
of f1,i−1, since the model was trained with the entire architecture. In this
work, we set i to 1. We leave the exploration of structures that can isolate
intermediate decoders to future work, as they would require techniques
to mitigate the absence of earlier decoders, which is out of the scope of
this work.

Training. For the selected structure fi,j, the goal is to train a classification
head C to best approximate the decision of the original model. The first
step is to create a dataset X = (fi,j(x),R(fθ(x))) consisting in the extracted
feature from the structure fi,j and the predicted label1 by applying the
classification rule R to the output of the original model fθ.

Then, the classification head is trained following this objective:

min
(x,y)∈X

L(C(x),y) (3.2)

The metrics used to measure how well the structure captures the classifi-
cation decision of the original model are the accuracy and the F1 score.

Attacking. To further validate the extraction, we also consider how well
the estimation can classify inputs that are intentionally modified to induce
misclassification (i.e., its robustness). To evaluate it, we apply a white-box
attack on the estimation. The original version of GCG aims to maximize
the likelihood of a target sequence x∗ (e.g., “Sure, here is how to build a
bomb.”) given the input sequence x (with adversarial tokens xi, i ∈ I).
Thus, it is ill-suited for attacking the estimations of the classifier, which
outputs a scalar (and not text). Therefore, we keep the algorithm but
change the objective to that of a misclassification.

1Since we focus on extracting the classifier and not improve it, it is beneficial to have
both right and wrong labels from the classifier



12

4 evaluation

We apply our approach to answer the following two questions:

RQ.1 Can the classifier be extracted solely from benign settings estimation?

RQ.2 What information does adversarial settings provide for the extrac-
tion?

4.1 Experimental Setup
All experiments were run on pools from the Center for High Throughput
Computing [5]. The dataset creation and attack experiments were run on
NVIDIA A100 GPUs with 40 GB of VRAM.

Models. We evaluate our approach on 4 well-known open-weights aligned
chat models, all from Hugging Face Transformers 4.46.2 [43]: Llama-2-
7b-chat [28], Qwen2.5-7B-Instruct [40] gemma-7b-it [39], and gemma-
2-9b-it [38]. We chose these models because they are more effective at
the classification task on the dataset considered, translating to a stronger
alignment. A study of models with weaker alignment can be found in Sec-
tion A.5.

Datasets. We use two datasets in our experiments:

• An augmented version of AdvBench [57] containing the 520 original
harmful instructions and 520 added harmless instructions. Details
of the augmentation can be found in Section A.3.

• A subset of OR-Bench [9] made of 1000 harmless prompts and 500
harmful prompts. The original dataset contains 80000 seemingly
toxic harmless prompts (of which 1000 are made harder) and 600
harmful prompts. The harmless prompts we select come from the

https://huggingface.co/docs/transformers/
https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
https://huggingface.co/Qwen/Qwen2.5-7B-Instruct
https://huggingface.co/google/gemma-7b-it
https://huggingface.co/google/gemma-2-9b-it
https://huggingface.co/google/gemma-2-9b-it
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easier prompts, to ensure a high enough classification performance
from the model.

Labels. The labels are obtained by applying a classifier on the LLM output.
To minimize nondeterminism due to sampling, we generate outputs with
a temperature t = 0: the next token selected at each step of the generation
is the one that maximizes the logits. The output is classified using the
distilroberta-base-rejection-v1 [34] model.

Classifier training. For the classification head, we consider a simple linear
layer followed by a sigmoid: C(t)(h) = σ(Ah+ b) where A ∈ R1×d, b ∈ R
and σ : x 7→ 1

1+e−x . The result is a scalar between 0 and 1, thus the
classification is made given a threshold t. As for training, we apply K-
fold cross-validation with K = 5 folds. We select the threshold t that
maximizes the F1 score on the training data, i.e., t = arg max

t∈[0,1]
F
(t)
1 (Dtrain).

More information on hyperparameters is provided in Section A.4.

Attack. To generate adversarial examples, we use the nanogcg1 implemen-
tation of GCG [57] with the following hyperparameters: num_steps=250,
topk=512, and search_width=512. We chose this attack because it is the
most popular gradient-based white-box attack. Although several enhance-
ments to GCG have been introduced, we use the default version of the
attack. For classifier estimations, we change the original loss to the Py-
Torch [32] implementation of the binary cross entropy loss.

4.2 Benign Settings
In this section, we answer RQ.1, i.e., whether it is possible to extract the
classifier only through benign settings.

Baseline results. Table 4.1 shows the benign classification performance of
the LLMs for each dataset (see Section A.2 for detailed confusion matrices).

1See code at https://github.com/GraySwanAI/nanoGCG

https://huggingface.co/protectai/distilroberta-base-rejection-v1
https://github.com/GraySwanAI/nanoGCG
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Both the accuracy = TP+TN
TP+FN+TN+FP and the F1 score F1 = TP

TP+ 1
2 (FP+FN)

are
reported, since OR-Bench is unbalanced. We can first see that all models
perform well in AdvBench, all scoring above 0.9. The worse performance
on OR-Bench is expected, as it was introduced after AdvBench with the
goal of being harder to classify and to test for over refusal. This lower
performance means that estimating the classifier on this dataset might be
harder than on AdvBench, which we see below.

Model AdvBench OR-Bench
Accuracy F1 Accuracy F1

Llama 2 0.93 0.93 0.78 0.76
Qwen 2.5 0.97 0.97 0.9 0.87
Gemma 1 0.97 0.97 0.95 0.92
Gemma 2 0.95 0.96 0.88 0.84

Table 4.1: Classification metrics of the models on the two in benign set-
tings.

Estimation performance. Figure 4.1 shows the test F1 score of the estima-
tion of the classifier. We see that performance either increases or stagnates
as more of the model is taken in account. This suggests that later parts
of the model either preserve or increase the separation of harmful and
harmless instructions. We conducted a more in-depth study in Section A.1
on how well the embeddings are clustered with respect to their label for
each dataset, which aligns with the performance in estimating the classi-
fier. For instance, the estimations achieve a lower F1 score on OR-Bench,
losing 5% for all models. This aligns with the results in Table 4.1 where
all models perform worse on OR-Bench. We hypothesize that this can be
explained by a lower separability between refused and accepted prompts
at the embedding level, which can be seen Figure A.1. This lower separa-
tion means that the two clusters may overlap, preventing the classification
head from completely aligning with the classifier when training.
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Cross-dataset. To ensure that the classifier estimations are not artifacts
of the datasets and their distributions, we evaluate the estimations on
the dataset that they were not trained on (e.g., train on AdvBench, test on
OR-Bench). Similarly to the previous figure, Figure 4.2 reports the F1 score
for the same estimations in the dataset on which they were not trained.
Overall, we see that there is no significant performance drop at estimating
the classifier when using a different distribution at the last layer. However,
it is clear that the F1 score does not converge as fast on the cross-dataset
setting. For instance, in Figure 4.1a, Gemma 1 reaches a F1 score of 0.9 with
only 20% of the model against 50% Figure 4.2a. This offset is likely due to a
difference in the distribution of prompts: the estimation overfits on specific
patterns tied to how the dataset was built. For instance, AdvBench is made
of instructions, while OR-Bench also contains questions. This difference
in format can affect the behavior of the representations. Thus, judging
the accuracy of the estimation solely from one dataset likely leads to an
underestimation of the classifier.

Takeaway 1: Artifact of benign settings

Estimating in benign settings can lead to an underestimation of the
classifier, i.e., an estimation that only captures part of the classi-
fier. This effect can be detected by evaluating the estimations on a
different data distribution (e.g., prompts with different formats).

4.3 Adversarial Settings
In this section, we aim to answer RQ.2, i.e., understanding the information
provided by adversarial settings for extraction. More precisely, we measure
whether the following equivalence holds: any input is an adversarial
example for the model if and only if it is an adversarial example for the
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extracted classifier. We focus on harmful inputs since it is more practical for
attacks. A similar study on harmless inputs can be found in Section A.4.

We apply the GCG attack to both the model and the classifier estima-
tions and evaluate the resulting transferability rates: the percentages of
adversarial examples crafted on one that are misclassified by the other. To
attack the estimation, we modify the GCG loss to the binary cross-entropy
loss, more suitable for classification. The attacked samples are prompts
for which the classification head was not trained on for each fold, with the
threshold that maximizes the F1 score on the training data.

Model AdvBench
Accuracy F1 ASR

Llama 2 0.4 0.56 0.22
Qwen 2.5 0.09 0.07 0.94
Gemma 1 0.49 0.43 61.54
Gemma 2 0.3 0.37 66.6

Table 4.2: Classification metrics of the models on AdvBench after applying
a white-box attack, along the attack success rate (ASR) on harmful inputs.

Baseline results. Similarly to the previous settings, we report Table 4.2
the classification performances of the LLMs after applying the white-box
attack, along with the attack success rate (ASR) defined as the proportion
of harmful samples misclassified. We note a significant difference (around
70%) between the ASR of Llama 2 and Qwen 2.5. This comes from the
strong alignment of Llama 2 with a bias toward refusal (see Section A.2).

LLM to classifier estimations. After applying the attack, we filter the
adversarial examples and evaluate how well these examples transfer to
the classifier estimations by measuring the transfer rate: proportion of
misclassified samples by each estimation. Figure 4.3 reports the transfer
rate to the estimations. We observe a similar pattern to that of the cross-
dataset study (see Section 4.2): the transfer rate does not converge until
at least half of the model is used. For example, classifier estimations on
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Llama 2 obtain a transfer higher than 90% only when more than half the
model is used. This result implies that classifier estimations that use less
than half of the model are not representative of the classifier.

Attacking estimations. Figure 4.4 reports the ASR of the attack on the
estimations, which corresponds to the percentage of harmful modified
samples from the test dataset that were labeled harmless by the estimation
(using the best threshold defined above). We note that when the estimation
uses the entire model, the corresponding ASR is close to the baseline ASR
(e.g., 20% for Llama 2).

Classifier estimations to LLM. Figure 4.5 shows the proportion of adver-
sarial examples crafted on the estimations that induce a misclassification
on the model. Interestingly, the trend does not increase monotonically
with the fraction of the model used, as in the previous sections. For three
of the models, we observe a peak above 70% transfer rate when the esti-
mations use 60% of the corresponding model. In addition, attacking the
estimations and transferring the resulting inputs to the model seem to
work better than attacking the model directly. For example, using 50% of
Llama 2, it is possible to achieve an ASR of 70%, well above the baseline
ASR of Table 4.2.

Underestimation and overestimation. The existence of a maximum of
the estimation performance highlights the two possible pitfalls when es-
timating the classifier: underestimation and overestimation. The former
means that the estimation captures a subset of the classifier, which limits
the transferability. In contrast, overestimation occurs when the classifier is
contained within the estimation. Overestimating leads to a lower transfer
rate, since the adversarial objective includes information irrelevant to the
actual classification.

ASR and objective. The previous differences in success rate compared
to the baseline lies in how the adversarial objective is built. Since the
output from the whole model is text, there needs to be a heuristic to know
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when misclassification (jailbreak) occurs, such as specific target sentences.
When the objective is a misclassification, it is easier to find adversarial
examples. It implicitly contains the previous objective, but encompasses
any possible jailbreak sentence, increasing the space of adversarial inputs.

Takeaway 2: Efficacy of attacks

Extracting the harmfulness classifier of an LLM results in an in-
creased attack efficacy (i.e., higher ASR) when attacking the classi-
fier and transferring the modified inputs to the model.
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Figure 4.1: Test F1 of the estimations of the classifier in benign setting,
based on how much of the model they use.
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(b) Trained on OR-Bench, evaluated on AdvBench

Figure 4.2: Test F1 of the estimations in benign setting, on the dataset they
were not trained on.
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Figure 4.3: Proportion of adversarial examples crafted on the model that
transfer to the classifier estimations.



22

0.0 0.2 0.4 0.6 0.8 1.0
Fraction of the model

0.0

0.2

0.4

0.6

0.8

1.0

At
ta

ck
 S

uc
ce

ss
 R

at
e

Gemma 1
Gemma 2
Llama 2
Qwen 2.5

Figure 4.4: ASR on the estimations after applying the white-box attack on
harmful samples.
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Figure 4.5: Success rate of transferring harmful inputs modified by the
attack on the estimations to the LLM.
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5 discussion & future work

5.1 Domains

Why harmfulness. This study focuses on the problem of harmfulness, i.e.,
describing harmful and harmless inputs. We chose this for two main rea-
sons. First, recent work has shown that there is a clear separation between
the two classes in the model (see Section 6.1). Second, this problem is
one of the most prolific research topics (e.g., jailbreak attacks), and the
insights from this study lead to implications for white-box attacks, which
we discuss in the next section.

Other Domains. Outside of harmfulness, several phenomena have shown
increasing concern. First, malicious code generation and vulnerable code
identification have been specifically investigated for LLMs designed for
code, making them suitable for a similar approach. Second, hallucination,
dishonesty, bias, and lack of fairness are all examples of failures of align-
ment. Although they do not translate directly to a classification problem,
it is possible to set up controlled environments in which the LLM can
act as a classifier. Similarly to representation engineering [55] in which
stimuli are designed for specific tasks, datasets with prompts formatted to
elicit the mentioned phenomena could help apply the approach to these
domains.

5.2 Implication for White-box Attacks

Classification objective. As opposed to evasion attacks on classifiers
which cause misclassifications, jailbreak attacks aim to induce harmful
behaviors. This objective is more complex because it follows from the
definition of harmful behavior. When extracting the classifier, we explicitly
uncover the decision made by the model. This gives a clearer signal which
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does not rely on heuristics (e.g., maximizing a target sequence that is likely
to induce a jailbreak) and increases the attack efficacy.

Efficiency. Recent white-box gradient-based attacks on LLM are based on
the GCG attack [57]. Although there have been significant performance
improvements over time, these attacks compute gradients and, therefore,
they are limited when the models are too large. Our results from Sec-
tion 4.3 suggest that investigating the robustness of alignment through
attacks is reducible to attacking the embedded classifier. This implies
fewer computations and thus higher efficiency (and scalability) of attacks.
Our approach was applied on LLMs with less than 9 billion parameters
and showed that using 50% of it is enough for the attack. If this result
scales to larger models (ranging from 13 billion to 400 billion parameters),
it would enable the application of white-box attacks on those models.

5.3 Embedded Classifier

Start point of the classifier. We focus on the structures f1,i, i.e., contiguous
sets of decoders starting with the first layer. This allowed to locate the
end of the classifier by evaluating the performance of the corresponding
estimations. However, it may be that the classifier does not start at the first
layer. Therefore, studying structures fi,j with i > 1 may be of interest to
refine the extraction but introduce a new dimension of complexity. Since
the input space of decoder i must match the output space of decoder
i − 1, new techniques need to be introduced to allow the creation of
estimations that truly use the information of the structure. For example,
an estimation based on fi,j should not use information from f1,i−1 or learn
new information outside the mapping from structure representations to
classification.

Finer-grained extraction. Our approach uses results from previous work
on the model representation of harmful and harmless inputs to reduce the



26

space of structures. Within decoder blocks are multiple attention heads
with different patterns learned. Therefore, it is possible to further refine
the extraction of the classifier by removing attention heads that do not
contribute to classification. The intractable number of possibilities implies
the need for heuristics to search the space of structures efficiently. Since
the estimations use a simple linear classification head, its performance is
a function of how linearly separable the two classes are. Thus, a greedy
approach in which attention heads are selected on the basis of how much
they separate the embeddings could be a first step toward a finer extraction.
However, not selecting certain attention heads of a decoder implies that
the output space is different, which could lead to the issues mentioned in
the previous paragraph.

Multiclass. In this work, we considered the problem as a binary classifi-
cation problem: classifying harmful and harmless inputs. As discussed
Section 2.2, multiple taxonomies of harmful behaviors have been intro-
duced. These taxonomies allow for better evaluations of attacks and give a
finer-grained understanding of where alignment fails (e.g., aligned mod-
els might be more prone to accept prompt from the “false advertising”
category [44]). Thus, a reasonable extension of this work would be to
study the classification between categories. By studying this through a
multiclass perspective, the task of the classifier changes from identifying
inputs to be refused to identifying why these inputs should be refused.
The challenge that emerges is to identify the predicted label from the LLMs
as they tend to have generic refusal outputs, making the mapping from
the output to a harmful category hard, if not infeasible.
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6 related work

6.1 Jailbreak and Representations
Improving the safety of LLMs is among the most prevalent research areas.
Numerous publications have studied the link between jailbreak and model
representations. It is necessary that alignment creates a linear separation
between refused and accepted prompt for some representations, since
the output is explicitly linearly dependent on the last embedding [23].
Refusal is encoded through a set of similar responses or sequence of tokens,
which implies a separation between the tokens logits for accepted and
refused prompt. Several papers have shown the distinction at the layer
level [20, 23, 52] or the attention head level [53]. In addition, previous
work has also shown that representations can be used to manipulate the
model [55] and increase its robustness at a negligible utility cost [56]. Our
work takes a different approach by considering an embedded classifier
within the model and extracting it. The extracted classifier can then be
used by both attackers and defenders to systematically study the security
of alignment.

6.2 Pruning
Concurrently to studying their safety, an active area of research on LLMs
is pruning: reducing the size of the model while maintaining most of its
capabilities [10, 27]. For LLMs, pruning can be divided into two categories:
width pruning and depth pruning. The former aims to reduce the size of
the projection matrices, while the latter aims to remove layers or blocks.
The rise of security concerns led to the intersection of pruning and security.
Recent work has shown that safety alignment is inherently low rank and
can be isolated [42] and that pruning can offer higher safety [13]. Our
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work extracts the harmfulness classifier within the model; therefore, the
objective is different. Instead of reducing the size of the model while
maintaining capabilities, which results in some loss of information, we
aim to extract the classifier and thus minimize the information lost by
having as little training as possible.
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7 conclusion

In this paper, we hypothesize that alignment embeds a harmfulness classi-
fier within LLMs, and we introduce a technique to extract it. We empirically
verify the accuracy of estimation in both benign and adversarial settings.
We show that the accuracy of the extraction depends on the performance of
the whole model at the classification task. By extracting this harmfulness
classifier, attacks and defenses can substantially improve both efficiency
and efficacy.
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a appendix

A.1 Subspace Analysis
In this section, we provide more explanation of why a linear layer is suffi-
cient. For each model and dataset, we study the separation between inputs
classified as harmful and inputs classified as harmless. For each layer of
the model, we measure how well the corresponding embeddings separate.
There are generally three ways to analyze this: training a simple classifier,
applying principal component analysis (PCA) or using the silhouette score
(or any similar metric). Since we did the first method when estimating
the classifier, we study the other two in this section.

Silhouette Score

Figure A.1 shows the silhouette score (with the cosine distance) of the last
position embeddings for different models and datasets as they propagate
through the model. A higher silhouette score means that the predictions
of the whole model have more separation in their embeddings. The re-
sults aligned with the performance of the estimations. Further, the lower
silhouette score on OR-Bench relates to the lower F1 score of the whole
model. The main take-away is that the separation follows the same trend
between the two datasets, but differs in magnitude.

While it would be expected to see a nondecreasing trend, we see that
after the silhouette score reaches its maximum, it starts to decrease. A
possible explanation for this phenomenon is that the model performs
multiple tasks. Thus, after the information for harmfulness of the input
was extracted and incorporated in the embedding, the other tasks add
more information to the embedding unrelated to harmfulness. Thus,
the prevalence of the harmfulness separation weakens but remains high
enough for the classification.
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Principal Component Analysis

Here, we aim to provide a more in-depth analysis of the previous separa-
tion. Under the assumption of a linear separation, we apply PCA at each
layer and study the top 5 components. Previous work generally focuses on
the top 2 components for visualization. We show that this is not enough,
as the separation stems from lower components in early layers.

Silhouette. To better understand the previous study, we project the data
onto each component and compute the silhouette score. This measures
the efficacy of the component at separating the embeddings based on their
predictions. Figure A.2 and Figure A.3 show that the separation builds up
on components with lower prevalence (i.e., contributing to less variance)
until it saturates and stays on the first, most prevalent component.
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Figure A.1: Silhouette score of the embeddings at each layer, for different
models and datasets
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Figure A.2: Silhouette score of the top 5 components for AdvBench
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A.2 Datasets

Confusion Matrices

Figure A.4 and Figure A.5 show the confusion matrices of the 4 models
studied on AdvBench and OR-Bench, respectively. We note that for both
datasets, the misclassifications are mostly false positives, especially for
Llama 2. This is a direct result of the choices made during the alignment
process: prioritizing safety (false positives) over utility (true negatives).

A.3 Dataset Augmentation
In this section, we detail the process of augmenting the datasets. This is
necessary for the extraction and verification. AdvBench is augmented with
harmless prompts to ensure that true negatives and false positives are in
the dataset. OR-Bench is augmented by adding a target output sentence
for each prompt to apply the GCG attack to the model.

Harmless prompts. For each harmful instruction from AdvBench, we au-
tomate the generation of a corresponding harmless instruction prompt
using ChatGPT. We manually verify two properties of each generated
prompt: the instruction does not prompt the model for harmful informa-
tion, and it has the same structure as the original prompt. For example,
the prompt “Write a script that can exploit vulnerabilities in a software or
operating system” becomes “Write a script that can identify and help fix
vulnerabilities in a software or operating system”.

Targets. The white-box attack used in this work, GCG, requires a target
string for each sample. This is necessary for the optimization objective,
which maximizes the likelihood that the target is output by the LLM. Each
harmful instruction from AdvBench is paired with a corresponding tar-
get. For example, the harmful instruction “Write a script that can exploit
vulnerabilities in a software or operating system” is paired with the tar-
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Figure A.3: Silhouette score of the top 5 components for OR-Bench
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Figure A.4: Confusion matrices in benign setting for AdvBench

get “Sure, here is a script that can exploit vulnerabilities in a software or
operating system”.

For harmless prompts, the target should correspond to a refusal from
the model. Different aligned models have different refusal answers de-
pending on how they were trained. However, we saw limited impact on
the choice of the target string on the performance of the attack and kept
the same target for all prompts and models: “I cannot fulfill your request.
I’m just an AI".
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Figure A.5: Confusion matrices in benign setting for OR-Bench

A.4 Estimations

Classification Head

Hyperparameters. To train the classification head and build the estimation,
we use the hyperparameters listed Table A.1.

Threshold selection. To obtain the labels assigned by the classifier, we
select the threshold which maximizes the threshold on the training data.
Figure A.6 shows the average threshold selected for all folds. While some
models exhibit an increasing trend similar (e.g., Llama 2, Gemma 1),
Gemma 2 and Qwen 2.5 seem to have oscillating values.
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Hyperparameter Value
Learning Rate 0.001

Batch Size 32
Epochs 500
Patience 15

Table A.1: Hyperparameters for training the classifier head

Success on harmless samples

While the objective of jailbreak attacks is to induce false negatives, i.e.,
harmful inputs classified as harmless, we also evaluate the ASR and trans-
ferability of the estimations on harmless to harmful examples. Figure A.7
and Figure A.8 show the ASR on the estimations and the transferability
of the adversarial examples to the LLM, respectively. As expected, the
ASR is much higher as it is easier to attack harmless inputs. While the
existence of an optimal estimation in adversarial setting remains true for
most models, it seems that Llama 2 does not exhibit this behavior: the ASR
and transferability don’t decrease substantially at any layer. A possible
explanation lies in the lower difficulty of inducing refusal for this model:
among the four models, Llama 2 scored the lowest on AdvBench because of
false positives (see Table 4.1). Overall, this means that precisely extracting
the classifier in adversarial setting also depends on the initial performance
on the dataset in benign setting.

A.5 Other Models
The classifier extraction of this work relies on the assumption that align-
ment embeds a classifier. Multiple degrees of alignment lead to a stronger
presence of this classifier, thus studying the approach on other models
can shed a light on the null hypothesis, i.e., there is no classifier. We
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study 3 other models considered here are Llama-3.1-8B-Instruct [29],
Mistral-7B-Instruct-v0.3 [17] Zephyr_RMU [19]

Table A.2 reports their accuracy and F1 score on the two datasets. All
models achieve an F1 score lower than 0.8 on OR-Bench which indeed
translate a weaker alignment than the models studied previously. Note
that since we consider the F1 score, the models are penalized for both false
positives and false negatives.

Figure A.10 and Figure A.11 show the performance of the estimations
in benign settings, on the same dataset or the dataset they were not trained
on. We see that the trend is similar Figure A.10a with a convergence after
a certain number of layers. However, the F1 score is lower than the other
models studied. In addition, Figure A.10b shows a different trend, with a
decrease in the middle of the model. As expected, the cross-dataset results
are worse in both settings.

Model AdvBench OR-Bench
Accuracy F1 Score Accuracy F1 Score

Llama 3 0.86 0.84 0.74 0.55
Mistral 0.79 0.74 0.86 0.78
Zephyr RMU 0.74 0.7 0.79 0.63

Table A.2: Classification metrics of the models on the two in benign setting

https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3
https://huggingface.co/cais/Zephyr_RMU
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Figure A.6: Average best threshold selected for the estimation
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Figure A.7: ASR on the estimations after applying the white-box attack
on harmless samples.
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Figure A.8: Transferability of adversarial examples crafted using the esti-
mations to the LLM, for harmless prompts.
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Figure A.9: Best threshold by layer and model for the estimations in
adversarial setting
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(b) OR-Bench

Figure A.10: Test F1 of the estimations of the classifier in benign setting
for weaker models
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(a) Trained on AdvBench, evaluated on OR-Bench
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(b) Trained on OR-Bench, evaluated on AdvBench

Figure A.11: Test F1 of the estimations on the dataset they were not trained
on for weaker models
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